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III.  Robots and the 2016 US presidential election

We next turn to examine if  the increased adoption of robots caused American voters 
to opt for radical political change. Of course, Trump did not make any pledge to bring 
technological progress to a halt during his election campaign. In fact, he barely men-
tioned technology at all. Yet, his pledge to bring back jobs in mining and manufactur-
ing, which have long been automated away, bears with it an implicit promise to restrict 
automation, although few voters will have noted this logic. All the same, it remains 
indisputable that Trump represented a challenge to the political status quo; fully 82 
per cent of voters believed that Trump was the candidate for change, according to the 
exit polls.

Although many voters are unlikely to have recognized the true causes of their con-
cerns, automation was identified as one of the key reasons behind their economic mis-
fortunes prior to the election. A 2014 survey by the Kaiser Family Foundation/New 
York Times/CBS News of prime working-age adults (i.e. aged between 25 and 54) that 
were unemployed yet able to work, for example, suggests that technology indeed was 
one of the perceived culprits of their detachment from the labour market: more than a 
third of respondents (35 per cent) stated that jobs being replaced by technology was a 
reason they were not working, which is a larger share than that citing discrimination, 
health problems, or jobs going overseas to account for their joblessness (see Figure 4). 
Moreover, among the most commonly reported reasons for non-employment were a 
lack of ‘good jobs’ and sufficient education and skills for the jobs available, which in 
light of the discussion in the previous section arguably are both deeply intertwined with 

Figure 4:  Why are Americans not working?
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Notes: This figure reports the percentage of respondents (who are unemployed but able to work) who state that 
each factor is a major or minor reason why they are not working in a 2014 Kaiser Family Foundation/New York 
Times/CBS News survey based on interviews with 1,002 respondents between the ages of 25 and 54 who are 
currently not employed either full-time or part-time. See Hamel et al. (2014) for more information.
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technological changes. At the same time, more than half  (58 per cent) of Americans 
in a more recent Pew Research Center survey stated that there should be limits to the 
number of jobs firms can displace with machines, even if  they can do the job better at 
lower cost (see Figure 5). Although such survey evidence does not shed light on voting 
patterns in the 2016 election, they suggest the widespread concern about automation 
and support for policies aimed at restricting it.

Identifying the workers that have lost out to automation is empirically challenging, 
yet it is evident from a series of studies that automation has led to the displacement of 
workers particularly in routine or middle-skill occupations which has led to a polariza-
tion of the US labour market (Autor et al., 2003; Acemoglu and Autor, 2011; Autor and 
Dorn, 2013; Goos and Manning, 2007; Goos et al., 2009; Goos et al., 2014; Jaimovich 
and Siu, 2012), and that this oncoming rush of automation has affected locations in 
very different ways. In particular, a recent study by Acemoglu and Restrepo (2017) 
has shown that workers in labour markets that were more exposed to the adoption of 
robots in the 1990s and early 2000s experienced reductions in both employment and 
wages, suggesting that workers in those locations have lost out to automation. We fol-
low a similar approach, exploiting temporal differences in the penetration of robots 
across industries and differences in industrial specialization across electoral districts to 
identify whether areas that were more exposed to automation in the years running up 
to the 2016 election were also more likely to swing in favour of Trump.

(i)  Measuring the exposure to automation

To measure robot exposure across local labour markets, we collect data from the 
International Federation of Robotics (IFR) that compiles annual counts of robots 
used by country and industry from the early 1990s through 2015. Industrial robots are 
defined by the IFR as ‘automatically controlled, reprogrammable, and multipurpose’ 

Figure 5:  A return of the Luddites?
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Notes: This figure shows the percentage of Americans who state that there should (not) exist limits on the num-
ber of jobs that businesses can replace with machines based on a 2017 Pew Research Center survey of 4,135 
US adults. See Pew Research Center (2017) for more information.
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machines that are autonomous (i.e. not in need of human operators) and that can 
flexibly be adapted to perform a variety of tasks. Thus, while textile looms are not 
industrial robots according to the definition applied by the IFR, the vast majority of 
machines handling a variety of tasks such as assembly, packaging, or welding are rep-
resented in our data. While this leaves out many potentially important technologies 
(e.g. algorithms or other forms of software) it provides a useful source of consistently 
defined information on investments in automation technology across US industries as 
demonstrated by Acemoglu and Restrepo (2017).

As shown in Figure 6, there has been a secular increase in the use of robots in the 
United States over the period, which resulted in an operational stock of about 1.7 
robots per thousand workers in 2015. In our analysis, we focus on changes in robot use 
between the immediate years prior to the last two elections (2011–15) for which we can 
match information on the robot stock in 13 manufacturing industries and six broad 
non-manufacturing sectors, as in Acemoglu and Restrepo (2017), to information on 
the employment structure of local labour markets, which in our analysis correspond 
to the 722 commuting zones (CZs) that exhaust the mainland United States.8 To iden-
tify the industrial composition of each CZ, we rely on data from the 2011 American 

Figure 6:  Industrial robots in the United States, 2009–15 
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Notes: This figure shows the number of industrial robots per thousand workers in the United States based on 
data from the IFR and the BLS. Note that the IFR only reports aggregated data for North America and that the 
US robot count therefore includes robots located in Canada and Mexico prior to 2010, though the vast majority 
of the North American operational stock is located in the United States in these years.

8  Outside of manufacturing, we construct the data for the use of robots in six broad industries: agricul-
ture, forestry, and fishing; mining; utilities; construction; education, research, and development; and other 
non-manufacturing industries (e.g. services and entertainment). In manufacturing, there are consistent data 
on the use of robots for a set of 13 industries: food and beverages; textiles; wood and furniture; paper; plastic 
and chemicals; glass and ceramics; basic metals; metal products; metal machinery; electronics; automotive; 
other vehicles; and other manufacturing industries. These industries roughly correspond to the three-digit 
level.

Carl Benedikt Frey, Thor Berger, and Chinchih Chen430

Downloaded from https://academic.oup.com/oxrep/article-abstract/34/3/418/5047377
by The Librarian. user
on 03 July 2018



Community Survey (ACS) that provides a 1-per cent sample of the US population 
(Ruggles et al., 2017), to which we can match the industry-level IFR data on robot use.

We estimate changes in the exposure to robots (EIj) between 2011 and 2015 for each 
CZ j as:

	 EI l R L R Lj i I ij i
US

i
US

i
US

i
US= ∑ × −∈ , , , , ,( )2 11 2 15 2 11 2 11 2 11/ /0 0 0 0 0 	 (1)

where lij, 2011 corresponds to the share of CZ’s j employment in industry i in 2011 com-
puted from the ACS data, and Ri, t

US/Li, t
US denotes the national level of robot usage 

per thousand workers in industry i in year t. Intuitively, this measure thus reflects dif-
ferences in exposure to robots across CZs driven by variation in the penetration of 
robots across US industries between 2011 and 2015 and initial differences in industry 
specialization across CZs, with a higher level of exposure in areas that are more heavily 
specialized in industries that experienced a greater penetration of robots.

To examine the link between differences in the exposure to robots and the propen-
sity of voters to opt for Trump, we crosswalk county-level data on the distribution 
of votes from the 2016 and 2012 elections from Dave Leip’s Atlas of US Presidential 
Elections to their corresponding CZ. Throughout the analysis, we focus on differences 
in the Republican two-party vote share between the 2016 and the 2012 elections that 
align with changes in the exposure to robots between the immediate years prior to each 
election.

(ii)  OLS estimates

As shown in Figure 1 in the introduction, the Republican two-party vote share increased 
more between the 2012 and 2016 elections in electoral districts that saw an increased 
exposure to robots over the same period. A link between increased automation exposure 
and a higher share of voters opting for Trump is further underlined by the geographical 
overlap evident in Figure 7 that maps changes in the exposure to robots across counties 
(CZs) and changes in the Republican two-party vote share, with a substantially higher 
exposure to robots in many areas that also saw increasing support for the Republican 
candidate in 2016. Yet, while these patterns are highly suggestive, they may at the same 
time reflect a wide variety of potentially confounding factors. We therefore next pro-
ceed to analyse this relationship when controlling for other potential determinants of 
voting outcomes by estimating OLS regressions on the following form:

	 ∆V EI ecjs j s cjs= + + + +α δ γ Xjθ , 	 (2)

where the outcome variable △Vcjs is the percentage point difference in the Republican 
two-party vote share between the 2016 and the 2012 elections in county c, in CZ j, 
located in state s. The variable of interest is EIj, which corresponds to the CZ-level 
exposure to robots as defined in the previous section. Xj is a vector of CZ-level con-
trol variables including a variety of baseline (2011) demographic and labour market 
characteristics that are mainly calculated based on the ACS data. Additional estima-
tions also include state fixed effects (�s) to examine whether the potential link between 
support for Trump and the exposure to robots exists when factoring out state-level 
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Figure 7:  Exposure to robots and the vote for Trump in the 2016 presidential election

Notes: These figures show differences in the Republican two-party vote share between the 2016 and 2012 elec-
tions and changes in the exposure to robots across counties (CZs) between the immediate years prior to the 
last two elections, where each variable is divided into deciles with darker shades corresponding to an increase 
in the votes cast for the Republican candidate and exposure to robots respectively. County boundaries are 
based on maps obtained from IPUMS NHGIS (www.nhgis.org).
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differences in exposure and shifts in voting patterns. All regressions are weighted by 
the total number of votes in the 2016 election and standard errors are clustered at the 
CZ-level throughout.

Table 1 presents OLS estimates of equation (2) documenting the positive and highly 
statistically significant association between changes in robot exposure and changes 
in the share of votes cast in favour of the Republican candidate. As reflected in the 
standardized coefficients, a one-standard-deviation increase in the exposure to robots 
is associated with an 0.294 standard-deviation-increase in the Republican two-party 
vote share (column 1). Put differently, the point estimate of 2.015 implies that if  we 
compare two counties at the 25th and 75th percentile of robot exposure respectively, 
the Republican two-party vote share in the county with a higher level of exposure is 
predicted to increase by an additional 1.330 percentage points in 2016.9 Of course, this 
bivariate relationship could simply reflect that differences in the exposure to robots is 
correlated with a variety of omitted factors: areas with a higher exposure to robots also 
have, for example, lower educational levels, higher initial unemployment rates, and are 
more likely to be rural than areas with a lower exposure.

Table 1:  Changes in the exposure to robots and the Republican two-party vote share: OLS estimates

Outcome: change in Republican two-party vote share, 2016 (Trump) vs 
2012 (Romney)

(1) (2) (3) (4) (5) (6)

Changes in the exposure 
to robots

2.015*** 1.481*** 0.978*** 1.157*** 1.244*** 0.545**

(0.501) (0.166) (0.141) (0.220) (0.209) (0.240)

Standardized coef. 0.294 0.216 0.143 0.169 0.181 0.079

Labour market controls? No Yes Yes Yes Yes Yes
Demographic controls? No No Yes Yes Yes Yes
Broad industry controls? No No No Yes Yes Yes
Offshoring, routine jobs, 
and trade?

No No No No Yes Yes

State fixed effects? No No No No No Yes
Observations 3,108 3,108 3,108 3,108 3,108 3,108
R-squared 0.086 0.350 0.508 0.516 0.527 0.646

Notes: This table presents OLS estimates of equation (2↑) in the main text. The outcome is the percentage 
point difference in the Republican two-party vote share between the 2016 and 2012 elections (across the coun-
ties in our sample the mean difference is 5.88 percentage points with a s.d. of 5.22), while the main right-hand 
side variable is the change in robot exposure (mean 0.82 with a s.d. of 0.80). Column 2 controls for population, 
unemployment rates, and whether a CZ is part of a metropolitan area. Column 3 adds controls for age groups 
and the share of the population that is Asian, black, college educated, female, foreign born, and Hispanic, 
respectively. Column 4 adds the share employed in manufacturing, the female share of manufacturing employ-
ment, and the share in durable manufacturing and construction, respectively. Column 5 includes additional 
controls for exposure to Chinese imports betweeen 1991 and 2011 and the start of the period share of employ-
ment in offshorable and routine jobs, respectively. All regressions are weighted by each county’s total number of 
votes in the 2016 election. Statistical significance based on standard errors clustered at the CZ-level (reported 
in parentheses) is denoted by: *** p < 0.01, ** p < 0.05, * p < 0.10.

9  Across the counties in our sample, the 25th and 75th percentile of robot exposure is 0.33 and 0.99 respect-
ively that implies an estimated increase in the Republican two-party vote share of 2.015 × (0.99 − 0.33) = 1.330 
percentage points. 
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To account for such factors, column 2 adds a set of basic labour market controls. 
Specifically, we control for start-of-the-period differences in population and unemploy-
ment rates, as well as whether a CZ is part of a metropolitan area. Because voting 
patterns are reported to have varied substantially along a variety of demographic 
dimensions that also may be correlated with differences in the exposure to robots, col-
umn 3 further adds controls for initial differences in age composition of the labour 
force and the share of the population that is Asian, black, college educated, female, 
foreign born, and Hispanic, respectively.10 Although the estimated link between robot 
exposure and an increased vote share for the Republican candidate declines in magni-
tude when adding these demographic and labour market controls, it remains sizeable 
and highly statistically significant.

As the vast majority of robots are used in manufacturing industries, it raises the 
concern that our estimated impacts of robot exposure partly reflect a specialization in 
industrial work. In column 4, we further add the start-of-the-period share employed in 
manufacturing, the female share of manufacturing employment, and the share in dur-
able manufacturing and construction, respectively. Along similar lines, the increased 
exposure to robots may be correlated with differences across CZs in the exposure to 
offshoring, routinization, or trade competition. Column 5 therefore also adds controls 
for the start-of-the-period share of the population employed in offshorable and rou-
tine jobs following a similar approach in classifying occupations as offshorable and 
routine as Autor and Dorn (2013), as well as the exposure of the workforce to Chinese 
imports between 1991 and 2011 based on data from Autor et al. (2013).11 Notably, the 
estimates remain similar in magnitude and statistical precision when adding these add-
itional controls, which presumably reflects the considerable variation in robot use within 
manufacturing and the relatively limited overlap between robot exposure and expos-
ure to Chinese imports, offshoring, and specialization in routine work (Acemoglu and 
Restrepo, 2017). Although the estimated magnitude declines in column 6 when we also 
add a full set of state fixed effects, thus only exploiting within-state variation, a positive 
and highly statistically significant link between changes in the exposure to robots and 
changes in the Republican two-party vote share persists. Overall, these estimates thus 
lend strong support to the notion that the correlation observed in Figure 1, showing 
that areas that saw an increasing exposure to robots also were more likely to swing in 
favour of Trump in the 2016 election, does not simply reflect observable differences in, 
for example, demographics between more and less exposed areas.12

10  For brevity we do not report the estimates for these additional covariates, but note that they generally 
align with popular perceptions of the areas that supported Trump: the support was significantly lower, for 
example, in areas with a more educated population, or where blacks or Hispanics constituted a large share 
of the population.

11  Autor et al. (2016a,b) further document the impacts of import competition on political polarization in 
the United States as well as the 2016 presidential election.

12  An additional concern evident from the distribution of robot exposure depicted in Figure 1 is that our 
results may be sensitive to outliers with the highest level of exposure that also saw the largest increases in the 
Republican two-party vote share. Reassuringly, however, excluding the top 1, 2, or 5 per cent of counties in 
terms of their exposure leaves the estimates virtually unchanged both in magnitude and statistical precision 
(not reported).
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(iii)  IV estimates

A central identification challenge is that the exposure to robots may be correlated with 
a variety of local economic shocks that may in turn have shaped the outcome of the 
election. While our rich set of controls alleviates some concerns along these lines, it is 
still possible that areas that saw a rising exposure to robots and shifted in favour of 
Trump at the same time may have experienced unobserved shocks that we fail to con-
trol for. We address such concerns by developing two alternative IV strategies. First, 
we isolate exogenous variation in the exposure to robot adoption by exploiting his-
torical differences in industrial specialization that is less likely to correlate with other 
adverse shocks potentially correlated with differences in the exposure to robots. To 
construct our first instrument, we replace the 2011 distribution of CZ employment with 
employment shares in 1980 based on census data (Ruggles et al., 2017), which enables 
us to focus on historical and persistent differences in the specialization of CZs in dif-
ferent industries thus also avoiding any mechanical correlation or mean reversion with 
changes in overall or industry-level employment outcomes (Acemoglu and Restrepo, 
2017). Using the same notation as above, we thus construct the instrument for each 
individual CZ j as:

	 EI l R L R Lj
IV

iji I i
US

i
US

i
US

i
1

1980 2015 2011 2011 2011= × −
∈∑ , , , , ,( / / UUS ) . 	 (3)

A second way to isolate exogenous variation in the exposure to robots across industries 
is to exploit cross-industry differences in adoption in countries other than the US, which 
approximates the adoption of robots on the technological frontier. Our second instru-
ment therefore focuses on variation in robot usage across industries in ten European 
countries: Austria, Czech Republic, Denmark, Finland, France, Germany, Italy, Spain, 
Sweden, and the United Kingdom. We aggregate the IFR robot data to be compatible 
with the EU KLEMS industrial employment data (Jäger, 2017), which yields 16 indus-
tries based on ISIC Rev 4 that requires us to also map the US employment composition 
to this industrial structure.13 We then construct the second instrument for each CZ j as 
follows:

	 EI l mean R L mean R Lj
IV

i I ij i i i i
2

198 2 15 2 11 2 11= ∑ × −∈ , , , ,( ( / ) ( /0 0 0 0 ,, ))2 110 	 (4)

where mean(Ri, t/Li, t) denotes the average robot usage among European countries in 
industry i and year t, and lij, 1980 corresponds to the 1980 share of a CZ’s j employment 
in industry i. The variation in the instrument is thus derived from historical differences 
in industrial specialization across CZs and changes in average robot use in industries in 
countries outside of the United States.

As a large literature has emphasized that weak instruments may lead to severe bias, 
it is reassuring that a strong first-stage relationship exists between our first instrument 

13  These industrial sectors are respectively: agriculture/forestry/fishing, mining/quarrying, foods/bever-
ages/tobacco (10–12), textiles/wearing apparel/leather (13–15), wood/paper/printing (16–18), chemicals/chem-
ical products (19–21), rubber/plastics/non-metallic mineral products (22–23), basic metals and metal products 
(24–25), electrical and optical equipment (26–27), machinery (28), transport equipment (29–30), other manu-
facturing (31–33), electricity/gas/water supply, construction, education, all other non-manufacturing. 

Political machinery: did robots swing the 2016 US presidential election? 435

Downloaded from https://academic.oup.com/oxrep/article-abstract/34/3/418/5047377
by The Librarian. user
on 03 July 2018



and changes in the exposure to robots, which presumably reflects the persistence in 
industrial specialization across local labour markets. Indeed, the Kleibergen–Paap 
F-statistics reported at the bottom of Table 2 suggest that our first instrument remains a 
strong predictor of robot exposure when also conditioning on the rich set of additional 
controls and state fixed effects. Although the second instrument also performs well in 
the simpler first stage, it is considerably weaker in the more demanding specifications, 
which likely reflects that fewer industries are available in the EU KLEMS data, thus 
resulting in a lower resolution in the mapping of robot use to CZ employment shares.

Table 2, panels A and B, report the second-stage 2SLS estimates using the two instru-
ments respectively showing that there exists a strong relationship between changes in the 
exposure to robots and the Republican two-party vote share. Indeed, our 2SLS estimates 
are all positive and typically highly statistically significant, suggesting that the finding that 

Table 2:  Changes in the exposure to robots and the Republican two-party vote share: 2SLS estimates

Outcome: change in Republican two-party vote share, 2016 (Trump) vs 2012 
(Romney)

(1) (2) (3) (4) (5) (6)

Panel A. IV: historical (1980) CZ employment shares and US robot adoption
Changes in the 
exposure to robots

1.717*** 2.068*** 1.339*** 1.801*** 1.884*** 1.309***

(0.551) (0.398) (0.199) (0.336) (0.344) (0.381)

Standardized coef. 0.250 0.302 0.195 0.263 0.275 0.191

Panel B. IV: historical (1980) CZ employment shares and European robot adoption
Changes in the 
exposure to robots

2.604*** 2.758*** 1.584*** 3.622** 4.500** 6.758

(0.883) (0.696) (0.361) (1.481) (2.073) (5.927)

Standardized coef. 0.380 0.402 0.231 0.528 0.656 0.986

Labour market 
controls?

No Yes Yes Yes Yes Yes

Demographic 
controls?

No No Yes Yes Yes Yes

Broad industry 
controls?

No No No Yes Yes Yes

Offshoring, routine 
jobs, and trade?

No No No No Yes Yes

State fixed effects? No No No No No Yes
Kleibergen–Paap 
F-stat (panel A/B)

714.7/20.6 695.6/21.5 543.2/18.5 112.9/4.7 106.3/3.6 38.0/1.0

Observations 3,108 3,108 3,108 3,108 3,108 3,108

Notes: This table presents 2SLS estimates of equation (2↑) in the main text. The outcome is the percentage 
point difference in the Republican two-party vote share between the 2016 and 2012 elections (across the coun-
ties in our sample the mean difference is 5.88 percentage points with a s.d. of 5.22), while the main right-hand 
side variable is the change in robot exposure (mean 0.82 with a s.d. of 0.80). In panel A, we use the variation 
in robot exposure based on the CZ distribution of employment in 1980 and robot adoption across US industries 
as an instrument. In panel B, we use the 1980 distribution of CZ employment and the average adoption of 
robots across industries in European countries as an instrument. See the notes to Table 1 for a description of 
the additional controls. All regressions are weighted by each county’s total number of votes in the 2016 election. 
Statistical significance based on standard errors clustered at the CZ-level (reported in parentheses) is denoted 
by: *** p < 0.01, ** p < 0.05, * p < 0.10.
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areas that saw an increased exposure to robots also saw increases in the share of votes cast 
in favour Trump reflects a causal relationship. Panel A, column 1 presents the most par-
simonious specification, using the instrument that derives its exogenous variation from 
historical (1980) differences in industrial specialization across CZs, while columns 2–6 
sequentially add the same set of controls discussed in the previous section, as well as state 
fixed effects, respectively. As shown in these estimates, the positive relationship between 
changes in the exposure to robots and changes in the Republican two-party vote share 
persists and suggests that a one-standard-deviation increase in robot exposure leads to 
an 0.191-standard-deviation increase in the share of votes cast for Trump (column 6). 
Panel B presents 2SLS estimates from similar specifications, instead using the alterna-
tive instrument in the first stage, which derives its exogenous variation in robot exposure 
from historical differences in industrial specialization across CZs and the average rate of 
robot adoption across industries in European countries. Although these results should be 
interpreted somewhat more carefully, given that the instrument is a less strong predictor 
of differences in exposure in the more extensive specifications, it is reassuring that the 
second-stage estimates consistently return a positive and generally statistically significant 
link between changes in robot exposure and changes in the Republican two-party vote 
share that are broadly in line with the estimates reported in panel A.

Together, these results show that the correlations documented in the previous section 
are plausibly causal and that the simple correlation between robot exposure and the 
support for Trump, if  anything, is likely to understate the effects of robots on the 2016 
presidential election. Yet, while the finding that electoral districts that became more 
exposed to automation during the years running up to the election were more likely to 
vote for Trump is an interesting and important result in itself, it does not shed light on 
the extent to which this impact shaped the outcome of the election.

(iv)  Did robots swing the 2016 US presidential election?

While the above-reported results document a direct positive link between changes in the 
exposure to robots and the support for the Republican candidate in the 2016 election, 
they do not shed light on whether the outcome of the election would have changed in 
a counterfactual scenario with a lower penetration of robots. We next provide such 
a counterfactual exercise, showing that if  the exposure to robots had not increased 
in the years running up to the vote, the election would have swung in favour of the 
Democratic candidate.

To examine how the outcome of the 2016 election would have changed if  the pace 
of robot adoption had slowed down, we perform a variety of counterfactual estimates 
based on our most conservative and preferred IV estimate in column 6 of Table 2, panel 
A, which indicates that Trump gained on average 1.309 percentage points of the two-
party vote share for each unit increase in the exposure to robots in a county. Using 
this estimate, we first compute the share of the two-party vote that the Republican 
candidate would have lost if  the exposure to robots had been Y per cent smaller, as 
1.309 × (Y% × EIj) for each county in our sample. Then, we multiply this share with the 
number of two-party votes in each county to obtain the number of votes that Trump 
would have lost to Clinton in the counterfactual scenario of lower robot exposure. 
Lastly, we aggregate the counterfactual county vote totals within each state and allo-
cate the implied electoral votes to identify the victor.
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Table 3 reports results from this exercise, showing the winner and the vote margin in 
favour of Trump in a set of closely contested states and aggregate changes in the elect-
oral votes going to Trump and Clinton, respectively, under different counterfactual 
scenarios of robot exposure had it been 10, 75, or 95 per cent lower. Already at a 10 
per cent lower robot exposure, our estimates predict that Michigan would have swung 
in favour of the Democratic candidate, whereas in a scenario where the use of robots 
virtually did not increase in the years leading up to the election (i.e. with a 95 per cent 
lower exposure) Trump would additionally have lost both Pennsylvania and Wisconsin, 
thus leaving Clinton with a majority in the Electoral College. While this counterfac-
tual exercise naturally should be interpreted carefully, it does suggest that automation 
had potentially pervasive effects on the outcomes of the 2016 election as it had severe 
impacts in several contested states.

IV.  Concluding remarks

The politics of automation has shaped our economic trajectories for millennia. 
Prior to the ‘great escape’ brought by the Industrial Revolution, political leaders fre-
quently banned any labour-saving technology for fear of social unrest, providing 
one explanation for why economic growth was stagnant for most of human history  

Table 3:  Counterfactual outcomes in closely contested states and the 2016 election

Counterfactual outcomes due to a lower exposure to robots

Actual outcome of 2016 
election 10% lower 75% lower 95% lower

Winner
Margin 

(# votes)

Margin 
(% of 
votes) Winner

Margin 
(%) Winner

Margin 
(%) Winner

Margin 
(%)

Georgia Republican 211,141 5.10 Republican 5.03 Republican 4.57 Republican 4.42
Arizona Republican 91,234 3.50 Republican 3.46 Republican 3.18 Republican 3.10
North Carolina Republican 173,315 3.66 Republican 3.57 Republican 3.01 Republican 2.83
Florida Republican 112,911 1.19 Republican 1.16 Republican 0.96 Republican 0.90
Pennsylvania Republican 44,292 0.72 Republican 0.64 Republican 0.15 Democrat −0.01
Wisconsin Republican 22,748 0.76 Republican 0.66 Democrat –0.05 Democrat −0.26
Michigan Republican 10,704 0.22 Democrat −0.20 Democrat –2.92 Democrat −3.75
New 
Hampshire

Democrat –2,736 –0.37 Democrat −0.44 Democrat –0.92 Democrat −1.06

Minnesota Democrat –44,593 –1.51 Democrat −1.60 Democrat –2.13 Democrat −2.30

Electoral 
votes Trump

306 290 280 260

Electoral 
votes Clinton

232 248 258 278

Notes: This table presents the winner and the vote margin in favour of the Republican candidate in the 2016 
election in a set of closely contested states and in terms of total electoral votes, as well as counterfactual 
outcomes where we estimate how state-level voting outcomes would have changed in a scenario with lower 
levels of robot exposure based on our estimate in column 6 of Table 2, panel A. See the main text for a further 
discussion of these estimates.
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(Acemoglu and Robinson, 2012; Mokyr, 1990). The British government was the first 
to consistently and vigorously take action against any attempts to hinder the spread 
of machines, offering ‘another explanation why Britain’s Industrial Revolution was 
first’ (Mokyr, 1992). The long-term benefits of the Industrial Revolution have been 
immense and indisputable: prior to 1750, per capita incomes in the world doubled every 
6,000  years; thereafter, it has taken some 50  years for incomes to double (DeLong, 
1998). Even the poorest British citizens today enjoy goods and services in an abundance 
that was unimaginable to their pre-industrial ancestors. But those benefits came at the 
expense of three generations of Englishmen (see Figure 2), of whom many were made 
worse off  by the force of technology (Baines, 1835; Allen, 2009; Shaw-Taylor and Jones, 
2010; Allen, 2016).14 To borrow David Landes (2003)’s phrase:

if  mechanization opened new vistas of comfort and prosperity for all men, it 
also destroyed the livelihood of some and left others to vegetate in the back-
waters of the stream of progress. [...] the victims of the Industrial Revolution 
numbered in the hundreds of thousands or even millions.

Could the British Industrial Revolution have happened if  ordinary workers were also 
voters? Of course, there is no way of running the experiment, but many did their utmost 
to bring the spread of machines to a halt by the means they had: besides the flood of 
petitions against machines that came into parliament, workers voted against machines 
with sticks and stones (Mantoux, 2013).15 As an analogy, Wassily Leontief  famously 
suggested that, ‘If  horses could have joined the Democratic party and voted, what hap-
pened on farms might have been different.’16 Instead, the proliferation of automobiles, 
tractors, and trucks caused the annihilation of the horse as a prime mover on farms 
and as a mean of moving goods and people around. While the robot revolution has not 
rendered the workforce redundant, many Americans have lost the race to technology, 
which is reflected in the reallocation of millions of workers from middle-income jobs to 
low-income occupations or non-employment as their jobs have been automated away 
(Autor and Dorn, 2013; Cortes et al., 2016; Acemoglu and Restrepo, 2017). This paper 
has shown that the victims of the robot revolution have a higher propensity to opt for 
radical political change by providing evidence that electoral districts with higher expos-
ure to robots were significantly more likely to support Trump.

Looking forward, automation is likely to become a growing political challenge.17 
The potential scope of automation now extends well beyond industrial robots. Recent 
developments in artificial intelligence and mobile robotics are widely regarded the 
beginnings of a ‘Second Machine Age’; machines are now able to perform even a wider 
range of non-routine tasks, such as medical diagnostics, translation work, and driving 
a car (Brynjolfsson and McAfee, 2014). As a result, Frey and Osborne (2017) estimate 
that 47 per cent of US employment is at ‘high risk’ of automation over the forthcoming 

14  Thus, economic historians have long debated if  the Industrial Revolution was ‘worth it’ (see 
Williamson, 1982).

15  Most citizens lacked voting rights, for which property ownership remained a prerequisite; even with 
the Reform Acts of 1832 and 1867.

16  Cited in Curtis (1983).
17  As forcefully argued by Crafts (2015), ‘fears about long-term “secular stagnation”, based on the end 

of innovation as we have known it, seem overdone. The problem is much more likely to be the factor-saving 
bias of technological progress based on computerization of jobs than a drying-up of productivity growth.’ 
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decades, with a substantial share falling into non-tradable sectors of the economy, to 
which most workers have already reallocated: 98 per cent of total US employment 
growth between 1990 and 2008 accrued in sectors where jobs are unaffected by import 
competition (Spence and Hlatshwayo, 2012). While this shields many workers from the 
adverse impacts of trade (Acemoglu et al., 2016), it does not constitute a safeguard 
against automation—indeed, as President Obama noted when leaving office: ‘The next 
wave of economic dislocations won’t come from overseas. It will come from the relent-
less pace of automation that makes a lot of good, middle-class jobs obsolete.’

Of course, over the very long run automation has always been an engine of comfort 
and prosperity. After six decades of stagnant wage growth during the British Industrial 
Revolution, ordinary workers eventually became the prime beneficiaries of automa-
tion as they adapted and acquired new skills (Galor and Moav, 2004; Bessen, 2015). 
Between 1840 and 1900, real wages in Britain grew by 123 per cent, considerably faster 
than output per worker (Allen, 2009). Could history repeat itself ? Perhaps so; so far, the 
economic trajectories of the age of automation closely resembles those of the British 
Industrial Revolution. But any future benefits from automation hinge upon its politics. 
To avoid further populist rebellion and a looming backlash against technology itself, 
governments must find ways of making the benefits from automation more widely 
shared.
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